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1. (7%) (8%) Let X3, ..., X1n, and X1, ..., Xon, be two independent random samples from
populations 1 and 2 with the corresponding distributions Fi{z) and F3(z). Derive the mean
and variance of T; = 7%, R(Xy;) under F(x) = Fy(z), where R(X);) is the rank of X,
among {X;;:i=1,2;7=1,...,m}.

2. (20%) Let X3, X, and X3 be a random sample from a Poisson{A). Moreover, let
Vi=X:+ X3, Y = Xo + X3, and Z; = I(Y; > 0), i = 1,2. Compute the correlation of Z;
and Zg.

3. (15%) Let Xi,..., X, be a random sample from a Bernoulli(r), 0 < = < 1. Find the
smallest sample size to achieve P(|7, — 7| < €) = 1 — &, where 7, is the sample mean.
4. (20%) Let Xi,...,X, be a random sample from a density function

f(]8) = 8™ I(go0)(z), 0 <8< oo

" Derive the sé.mpling distribution of the uniformly minimum variance unbiased estimator of

1/6.

5. Let X3, ..., X, be a random sample from a normal distribution with mean x and variance
o2, where ¢? is an unknown constant. Consider the null hypothesis Hq : p > ,ug versus the
alternative hypothesis Hy : < pip. '

(5a) (8%) Derive the likelihood ratio test with size o, 0 < @ < 1.

(6b) (7%) Express the corresponding p-value of the likelihood ratio test based on observed

values 1, ..., T, of a random sample.

(5¢) (7%) Compute the power at g with g < po.

(5d) (8%) Construct the uniformly most accurate (1 — o) confidence interval of p.
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