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If a program has the computational complexity Q(X(n)), where X is an
exponential function of the program input size n, then the program must also
have the computational complexity 0 (X (n) ).

If we implement a min-heap using a dynamic array, then its £indMin (),
insert (), and deleteMin () operations have the time complexities O (1),
O(log n),and O(log n), respectively.

Since a Deap contains a subtree of min-heap and a subtree of max-heap, its
find (), deleteMin (), and deleteMax () operations can all have O (log
n) time complexities.

If we perform the post-order traversal from the roof of a free and mark the visited
nodes with ascending numbers, then the root will have the largest number.

Assume each data access of a hard drive can fetch a "block” of K data, where K is
usually a large number, say, 1024. If we store N (e.g. N = 10 millions) data in this
hard drive using a B tree of order K, then the time to "find" a specific data from
this hard drive is approximately logkN * t, where t is the disk access time.

Since the leaf nodes of a red-black (RB) tree are all black nodes, when we insert a
new data to a RB free, we first insert this new data to the RB tree like a regular
binary search tree operation (i.e. push it to the leaf), paint the corresponding new
leaf node red, and then perform rotation(s) to balance the RB tree, if necessary.

Given a strongly connected graph (i.e. a tree with only one strongly connected
component), we can find a frace that traverses from a starting vertex, goes
through each edge exactly once, and terminates at the starting vertex.

A stable set, or independent set, of a graph, is a subset of vertices with the
property that no two vertices in the stable set are adjacent. The stability number
o (G) of a graph G is the cardinality of the largest stable set. For the classic
coloring problem where the colors of any pair of the adjacent vertices must be
distinct, we can solve it by partitioning the graph into stable sets. Therefore, the
Chromatic number ¥ (G) of a graph G, that is, the minimum number of colors
needed to color the graph, must be smaller than or equal to the stability number
a (G) of the graph. -

A cube can be represented as a planar graph and also a bipartite graph.

A perfect hash function is a function that can transform the key of a data into an
integer between 0 and B - 1 with equal probabilities, where B is the number of
buckets in the hash. Therefore, for a hash with a perfect hash function, its
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find (), insertData(), and deléteMin() have the time complexities

0(1), 0(1), and O (log B), respectively, assuming B is large enough so that
collisions seldom occur.
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11. There are various types of seap data structure. Which of the following(s) is (are)
a legal heap with respect to the typename shown beside the figure?

(A) Min-Max Heap
(B) Deap
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(E) Fibonacci Heap

12. Which of the following statement(s) about the #ree data structure is (are) correct?

(A) (Number of edges) = (Number of nodes) - 1

(B) (Number of leaf nodes) = (Number of internal nodes) + 1
// Note: Leaf nodes are those with no child node. Nodes that are not leaf
nodes are internal nodes. 7

(C) (Number of paths from the root to the leaf nodes) is O(Number of leaf
nodes).

(D) (Height of a tree) is Q(log(Number of nodes)).

(E) (Number of subtrees) = O((Number of nodes)?)
/1 A subtree T of a tree T is a tree formed by a subset of nodes in T and with
the edges that connect these nodes.

13. Which of the following statement(s) about the graph data structure is (are)
correct?

(A) Two graphs are isomorphic if and only if both graphs contain the same
number of vertices and the same number of edges.

(B) All non-empty graphs must contain at least a cligue.

(C) Depth-first traversal of an arbitrary graph has the time complexity O (n),
where n is the number of vertices in the graph.

(D) The longest simple path of an arbitrary graph has the length © (n?), where n
is the number of vertices in the graph.

(E) A complete graph has the number of edges © (2"), where n is the number of
vertices in the graph.

Ae|




A

342

HrEWAE 112 L5 EA L34 H WK

#8 TG

% :

7

AR 342
#£ 4 Hz2%2 4 ®

14. If we design a hash function h (s) as follows:
h(s) =( D sLiD%B

1

where s is a string, s[i] returns the ASCII code of the i-th character in the
string, % is the modulo operator, and B is the number of buckets in the hash. In
short, given a string as the key of the data, this hash function sums the ASCII
codes of all the characters and then return an integer between 0 and B - 1 by the

modulo operation.

The ASCII codes for the English letters are as shown below. Let the data to be
inserted to the hash be { "USA", "MIT", "Cat", "Dog", "May", "Sam", "Bob",
"Low", "Phd", "See" }, and the number of buckers be 5. Which of the follow

bucket(s) has (have) collision(s)?
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(A) 0
® 1
© 2
D) 3
E) 4
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