5
% :

RIEBRE 100 BEERALHPELRBA

BB G £ | Rz

AR

105
/[ R

MEL FRRENL THEFHBHLE | SHABAAHL -

1. (10%) Let X1,...,X, be a random sample from a continuous distribution F(z). Derive the

distribution of the ith order statistic of X(yy,..., Xmy-

2. (%) (8%) Let T ~ tu, Z ~ N(0,1), and X; ~ X2, 1= 1,2, with X1 and X, being mutually

T

independent. Derive the limiting distribution of T as 1 —s 00 and the distribution of X, /(X1 +X5).

3. (%) (5%) Let the distribution of U conditioning on T' = ¢ be Un; form(0,t) and T follow an

exponential distribution with rate A > 0. Compute the expectation and variance of /.

4. (5%) (10%) Let X;,..., X, be a random sample from N(y, 0?) and &(-) stand for the standard
normal distribution. Find the maximum likelihood estimator of e({z - p)/o) for a given value z

and derive its asymptotic distribution.

5. (10%) (10%) Let X1,..., X, bearandom sample from a density function Ix(]6) = 6z°-11(0, 1)(z),
0 <8 < co. Find the uniformly minimum variance unbiased estimator (UMVUE) of 4 and derive
the asymptotic distribution of this UMVUE.

6. (15%) Let Xy,... X, be a random sample from N(0,0?). Find an unbiased size o test for the
hypotheses Hj : 8, < 6 < 6, versus Hy:0<6,0r8> bs.

7. (15%) Let Xi,...,X, be a random sample from N (6,02 with o2 being unknown. Derive
the power function of the size o likelihood ratio test for the null hypotheses H, : 4 < 8 versus
H Al 6> 50.
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