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1. Given the function:

for z € R, we define

K] = /oo (z +#* + 2° + a*)h(z)dz
and o
Kg 1= L (sin(z) + cos(z) + exp(2))h(z)dz.

Which of the following is right?

a. K3 = 6+/2m.
b. K1 = 4v/2m.

o

ko = (exp(2) + exp(—1/2))}v2x.
d. kg = 2exp{2)v2T.
c. None of the above choices (a)-(d}.

2. Let {¥;}%, be a scquence of independently and N(0, 1)-distributed random variables.
Suppose that we utilize Chebyshev’s inequality to establish the following result:

P(B) > 1,

where

Which of the following is right?

a. Y-+ 3,85 N—>00
b. 7=%——%.
c. Tz%——%.
d v= —%.

e. None of the above choices (a}-(d).

3. Let X and ¥ be two continuous random variables with finite variances. Which of
the following is right?

a. cov(X,Y) = E|XE[Y\X]] - E[EX|Y]|E[E[Y]X]].
b. var{E[Y|X]] < var[Y].
c. E[|X|YP <wvar(]X]) if Y is N(0, 1)-distributed.
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d. Supposc that X and Y has the joint density function:

2 2
xc — 2pzy +
fxx (=) Py ),

1
= e——— (Y P
i ( 30 = 7)
for (z,y) € R? and for some p € [—1,1]. Then, E[X?Y?] = 1 and E[X*Y*] =9
when p = 0.
c. All of the above choices (a)-(d)

4. Assume that ¥ = X + X2+ W + W2, where X and W arc two independent U(0, 1)-
distributed random variables. Which of the following is right?
a. E[Y]=3%
b B[(X + X2 = &
E[(X + X)) (W +W?)] = Z.
d. Biy? =30
c. None of the above choices (a)-(d)

P

5. Suppose that {Y;}2; is a sequence of independently and identically distributed ran-
dom variables with the probability density function:

r(.ff;,i-.l.) y? -(34)
f(ylf/):ﬂ%)—z—m(l‘i“;) )

for y € R and for some parameter ¥ > 2. Also, let ¥ be the maximum likelihood
cstimator for i+ which is solved by maximizing the log-likelihood function:

() = =3 log F(¥il)

i=1

Denote ¢(z) := i S log I‘(a:) Which of the following is right?

Y /e I

a. 1Y% log(l+ %) ~ (MBI TL (507 = (2fh) - 9(3) - L.

b. The cstimator ¥ is consistent for v. In addition, the estimator ¥, which is
solved from the restriction: 3% = 237 (- Y2 with ¥ := 1 Y is
also consistent for v.

¢. The estimator & is consistent for v. However, the estimator i'f which is solved

from the restriction: ;% =137 (¥; - V)? with ¥ := L Y7 | ¥}, is inconsis-

tent for v.
v Y2 " Y2 /v
d P - v(§) - 1= E [log1+ B)] - i) [l ]
“e. None of the above choices (a)-(d). :
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6. Let.{Yi}E__l be a sequence of independently and N (g, o%)-distributed random vari-

ables. Denote ¥ := 132 Yi and 2 := L 30 (¥; — ¥)* Also, let 3(:} be the

n Lt

distribution function of N(0,1), and & (-} be the quantile function of N{0,1).
Suppose that we examine the null bypothesis: ¢ = 0 using the f-statistic:

T = nl/ ¥ /5.
Let ¢ be a positive constant. Which of the following is right?

a. My o0 P(IT] > ¢} = 2 — 2®(c) under the null hypothesis.
b. &(T) is U(0, 1)-distributed, as n — oo, under the null hypothesis.

¢. If imr 00 P(T > ¢) = « holds under the null hypothesis for some « € (0,1),
then ¢ = Y1 - @).

d. im7_yeo P(T > ¢) = 1 — @ (c— £) holds under the hypothesis: u = §/+/n for
some fixed 4 # 0.

e. None of the above choices {a)-(d).

. Let Z be an n % 4 matrix of Gaussian random variables with n > 4, and I, be an

n x n identity matrix. Assume that Z’'Z is positive definite. Define the matrix:
W=1I,-2(Z2'2)"'Z.
Which of the following is right?
a. W is singular.
b. W=WWW.
c. rank(WW) =4.
d. trace(WWW) =n -4,

. None of the above choices (a)-(d).

. Let {(¥;, X14,-..,XK:) L, be a sequence of independently and identically dis-

tributed random vectors with a finite covariance matrix. Consider the following
linear regression:
K
Yi=) BiXji+ei
i=1 .
where B; is the regression coefficient of Xj;, for j = 1,2,..., K, and ¢; is the error
term. Let £ := (B1,... ,3;()’ be the least squares estimator for 8 := (By,...,Bk),

and é:=Y; — Z:‘:‘_’__l B;X;; be the least sequares residual. Which of the following is
right?

a. 137 . &=0
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b. Define RZ := 1 — £82, where ESS = Y &2 and TSS = 0 (Y2 -
% oy Y;)}2. Then, R? must be positive and not greater than one.

C. z?:-l Xj,z'éi = E?:I Xg,iéi for all J,f = 1,2, ey K.

d (X8, X;46)° =1—exp (i) Xeaés) for all j, £ =1,2,..., K.

e. All of the above choices (a)-(d).

9. Let {(Y¥3, Xi, Z;)}1=; be a sequence of independently and identically distributed ran-
dom vectors, where X; has the distribution x2(k;), Z; is a x2(k.)-distributed random
variable which is independent of X}, and ¥; = X; + Z; for all #’s. Consider a simple
regression:

Y:i=BX; +e,
where £ is the regression coefficient, and e; is the regression error. Let 3 be the least
squares estimator for 8. Which of the following is right?

a f converges in probability to 1, as n — oo.

b. A converges in probability to 1 + 3—%;, as n — co.
c. f converges in probability to 1+ 2—_‘:‘-_*,;, as 1 — 00.
d. B converges in probability to 1 + 3—_%—,%—, as n — oo.

e. None of the above choices (a)-(d).

10. Let {¥;}%, be a sequence of independently and N (0, 1)-distributed random variables.
Denote ¥ := 2377 Vi and 6% := L Y"1 (¥; — ¥)2. Which of the following is right?

a. The limiting distribution of /7(62 — 1) is N(0,1), as n — oo.
b. The limiting distribution of \/f(é% — 1) is N(0,2), as n — o0.

¢. The limiting distribution of v/n(é — 1) is N{0,1), as n — oo.
d. The limiting distribution of \/n(6 — 1} is N (0,1}, as n — oo.
e. None of the above choices (a)-(d).
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Ash Ketchum, the owner of Pikachu, surveyed attack powers of all 23 Pokémon monsters after he won

the 2022 Pokémon World Championships. He studied all monsters for five years and regress attack

powers of Pokémon on their weights. A simple linear regression analysis was specified as

Yir=dot+ a1 Xi t e,

where i and ¢ indicate subscripts for monster and year, respectively. y is the attack power, and x is the
weight. Regression was performed by ordinary least squares (OLS) method with results below.

Summary ANOVA
R-sq 0.111 DF SS MS F P-value
Adj. R-sg Regression 1.000 44768.233 44768.233 14.086 0.000
SE 56.375 Residual  113.000 359132.495 3178.164
N 115.000 Total 114.000 403900.728
Regression estimates
Coefficient  SE t-value  P-value
Intercept 83.305 17.278 4.821 0.000
Weight 1.994  0.531 3.753  0.000
11. The data form of Ash’s study could be kivown as
a. Cross-sectional
b.  Time-series
c. Panel
d. Longitudinal
e. Categorical
12. Ash wants to know the distribution of the y variable, n;n;“my "
i.e., the attack power, by QQ-plot. To plot the QQ-plot, ) o*
he obtained a figure in the right. Which one(s) of )
following statement should be true? : S S G
a. Data do not follow a normality 4',
b.  Data are right skewed 3 2 : 1 2 z.
c. Data are left skewed RS ccustN
d. Data are fat-tailed '
e. Data are generally a normal distribution o . * T

13. Based on information from ANQVA,, the unconditional

variance of y, which is equal to Z(y;,

a. 56.375
b, 59.523
c. 3178.140
d. 3542.988
e 4156.213

-9 /(n— 1), is about
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14. Ash does not interpret the volatility of y by standard error but by variance. Which of following one(s)
is the problem of the standard error (SE‘) under assumptions of i.7.d.?
a. SE is a non-linear function of y |
SE is a biased estimator
SE is an inconsistent estimator
SE has the same unit of y

o a0 o

SE is more volatile than the variance

15. In the ANOVA table, SS indicates
‘a. Sum of Squares '

b. Single Source

c. Speed Symbol

d. Standard Security
e.

Sum of Submissions

16. The adj. R-sq is not presented in the tables. The adj. R-sq is equal to.

a 0.103
b. 0.111
c. 0.897
d  0.889
e. 0998

17. What is SS of the independent variable x?

a. 106.112
b 9987.121

c. 11261.963

d.  44768.233

e. 403900.728

18. Given the data form (preferring to the answer in question 1 of this case study),which of following
statement(s) is(are) true?
a. The time series variations in the data generally violate the independence assumption
b, The cross-sectional variations in the data generally violate the normality assumption in a
large sample
c. We can further a model autoregressive regression model for the residual e to fit the
independent assumption.
d. The cross-sectional variations in the data generally can be modeled by a moving average
model for the residual e, '
e. Regression model using panel form of data can be estimated by maximum likelihood
method.

19. Ash considered an alternative regression model that include a new variable and year fixed effect:
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Yu=ao+ ay Xit +ay W +b1 v2018; +by v2019; +b3 v2020; +ba v2021, +bs v2022; + eir.

vy indicates year fixed effect. New variable, w;, is the time trend, which is equal to 1, 2, 3, 4 and 5 for
year 2018, 2019, 2020, 2021 and 2022, respectively. v2018, v2019,... and v2022 are dummies for
year fixed effects. Which one(s) of following statements is(are) true?

a. Coefficient az is generally positive.

b.  Intercept ao will become smaller.

c. Results cannot be estimated

d. A linear combination of w, v2018, v2019,... and v2022 could be a constant.
€. There is a perfect collinearity issue.

20. Ash also plans to estimate following regression model:
xir=do+ d1 yit + €,
where i and  indicate subscripts for monster and year, respectively. y is the attack power, and x is the
weight. Regression was performed by ordinary least squares (OLS) method. Which one(s} of
following statements is(are) true?

a. dr<0.01

b. d1=0.056

C. d1 =0.502

d d>1

e. R-sq of regressing x on y is 0.111
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