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1. (15%) Let X3,---, X, be a random sample from a population with finite moments i =
E[Xf], 7 =1,2,3,4, and 52 be the usual unbiased sample variance. Compute the mean

squared error of S2.

2. (10%) Let X and ¥ be mutually independent continuous random variables with the
distributions Fx(z) and Fy(y), respectively. Derive the distribution of X conditioning on

{Z =0}, where Z =I(X < Y).

3. (10%) Let X be a random variable with the cumulative distribution function #(z). Show
that P(F(X) > u) > (1 —u) for u € (0,1).

4. (10%) Specify the joint distribution of R and © 'so that X = Rcos® and ¥ = Rsin®

are independent standard normal random variables.

5. (15%) Let X3, -, Xy, Xp41 b€ a random sample from a uniform distribution U/(0, 1), and
Xk and X(m) be the kth and the mth order statistics of {X,,--- yAah 1<k <m<n
Compute the probability P(X() < Xn41 < Xm))-

6. (15%) Let X1, -+, Xny1 be a random sample from Bernoulli(n) and h(r) = Pyl Xy

Xaq1|7). Find the uniformly minimum variance unbiased estimator of h(m).

7. (15%) Let X3, -+, X, be a random sample from a Poisson distribution with rate A. Derive
the uniformly most powerful level o test, 0 < a < 1, for the hypotheses Hy : A = Ay versus

Hy:A> A

8 (10%). Let Xi,---,X, be a random sample from a normal distribution with mean §
and a known variance o, and 6 have a prior normal distribution with known mean p and
variance 72. Find the Bayes estimator of § based an the loss function L(8,0(X1, -, X)) =
16(X1, -+, Xn) = 6]






